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Abstract 

In today's digital era, the significance of data cannot be overstated. It embodies the factual and numerical essence of 
our everyday transactions, arriving not just statically but dynamically, in the form of data streams. These streams 
constitute an influx of limitless, continuous, and swift information, particularly prominent in sectors like healthcare. 
However, navigating this torrent of data presents formidable challenges. The sheer volume, pace, and variety make 
processing data streams exceedingly complex. Moreover, the task of classifying data streams is compounded by the 
phenomenon of concept drift, where the underlying statistical characteristics of the target variable undergo 
unexpected changes, especially noticeable in supervised learning scenarios.Addressing these challenges head-on, 
our research delves into various manifestations of concept drift within healthcare data streams. We offer an 
overview of established statistical and machine learning techniques tailored to tackle concept drift. Furthermore, we 
underscore the efficacy of deep learning algorithms in detecting concept drift and elucidate the diverse healthcare 
datasets employed in this endeavor. 
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Introduction 

Machine learning (ML) encompasses a variety of methods, techniques, and tools aimed at diagnosing and 
prognosing medical conditions (Kralj and Kuka, 1998). It facilitates forecasting illness progression, extracting 
medical insights for outcome analysis, aiding in therapy planning and support, and managing patient care. ML also 
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plays a pivotal role in data analysis, including the identification of patterns in data, effective handling of incomplete 
or faulty data, interpretation of continuous data from sources like Intensive Care Units, and intelligent alert systems, 
thus enhancing monitoring capabilities (Strausberg and Person, 1999). Successful ML approaches can streamline the 
integration of computer-based systems into healthcare, ultimately easing the workload of medical professionals and 
improving efficiency and quality of care. 
 
Healthcare services are funded through healthcare finance, which encompasses accounting and financial 
management. Accounting quantifies a business's activities and finances in monetary terms, while financial 
management (corporate finance) utilizes theories and concepts to aid managerial decision-making. AI/ML models 
often predict financial costs associated with various disease severities, with concept drift occurring as illness 
severity changes and treatment costs evolve. Concept drift refers to the adaptation of a model due to shifts in data 
patterns. In this study, we explore concept drift in the context of healthcare and financial data, addressing its 
definition, types, and strategies for mitigation. 
 
Our paper will cover the following: 
 
- Defining concept drift in the healthcare domain and exploring different types of drift. 
- Reviewing existing strategies for handling concept drift in the healthcare sector. 
- Discussing classification techniques tailored to address concept drift effectively. 
 
 
Concept drift, commonly encountered in online supervised learning scenarios, occurs when the relationship between 
input data and the target variable evolves over time (Gama et al., 2014). This leads to an increase in model error 
rates and degradation of prediction accuracy, a phenomenon often referred to as model drift or decay in AI parlance. 
Consequently, the model may misclassify data during classification tasks (Liu et al., 2017b), as illustrated in Figure 
1. 
 
For instance, in the healthcare domain, a model initially designed to predict treatment costs or insurance claims may 
undergo changes as the complexity of diseases increases over time. 
 
Types of concept drift are depicted in Figure 2: 
 
- Sudden: Abrupt changes in health parameter values. 
- Gradual: Slow erosion of one concept by another, such as increased blood pressure leading to heart disease. 
- Recurring: Changes that reappear periodically, like diabetic complications resurfacing with changes in dietary 
habits. 
- Incremental: Gradual changes occurring over time. 
 
Various methods can monitor the occurrence of concept drift in data streams, as illustrated in Figure 3: 
 
- Monitoring changes in data distribution. 
- Observing feature changes to predict concept drift. 
- Monitoring classifier predictions. 
- Tracking label changes in data generated over time. 
 
Papers were selected based on specific inclusion criteria for applicable techniques: 
 
- Innovation in drift detection methods or integration of drift detectors into prediction systems. 
- Identification of papers related to drift detection across diverse categories from reputable journal databases. 
- Inclusion of papers addressing concept drift in the healthcare sector. 
 
The manuscript's review process for detecting concept drift in healthcare applications is detailed in Figure 4. 
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Background Review: Generic Framework for Concept Drift Detection

 
A generic framework for detecting concept drift typically consists of four stages, 
 
Stage 1 (Data Retrieval): In this stage, data retrieval involves extracting data chunks from data streams. Given that a 
single data instance may not adequately represent the overall distribution, it is crucial to organize data pie
meaningful patterns for analysis in data stream tasks (Lu et al., 2016; Ramirez
 
Stage 2 (Data Modeling): Data modeling abstracts the retrieved data and identifies the key features that significantly 
impact a system if they undergo drift. Optionally, sample size reduction or dimensionality reduction techniques may 
be employed to accommodate storage and online processing speed requirements (Liu et al., 2017a).
 
Stage 3 (Test Statistics Calculation): This stage involves estimat
instances (Test Statistics Calculation). The severity of drift is evaluated, and hypothesis test statistics are computed. 
Defining an accurate dissimilarity assessment remains challenging in concept drift dete
measurements can be utilized, including those for clustering evaluation and comparing sample sets (Silva et al., 
2013; Dries and Ruckert, 2009). 
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meaningful patterns for analysis in data stream tasks (Lu et al., 2016; Ramirez-Gallego et al., 2017).
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Stage 3 (Test Statistics Calculation): This stage involves estimating the distance or dissimilarity between data 
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measurements can be utilized, including those for clustering evaluation and comparing sample sets (Silva et al., 
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Stage 4 (Hypothesis Test): In Stage 4 (Hypothesis Test), the statistical 
3 is determined using p-values. Test statistics from Stage 3 are utilized to assess the accuracy of drift detection by 
establishing their statistical bounds. Stage 4 is crucial for calculating the drift confid
the likelihood that the observed change is attributable to concept drift rather than noise or random sample selection 
bias (Lu et al., 2014). 
 
 

 
In a multi-label hospital discharge dataset (Stiglic
method utilizes relative risk and phi-correlation. Monthly discharge statistics and motion charts are employed for 
visualization to detect concept drift. Static and dynamic ensemble classifiers
recommend the optimal classifier to use in response to concept drift.
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Medical sensors designed for general healthcare or rehabilitation purposes (Toor et al., 2020) can be repurposed for 
ICU emergency procedures when needed. However, detecting concept drifts becomes challenging when dealing 
with skewed class distributions, a common occurrence in e
Drift Detection Method (RDDM) is efficient in identif
unable to address class imbalances. In contrast, the Enhanced Reactive Drift Detection Method (ERDDM) 
effectively resolves concept drift in class
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Medical sensors designed for general healthcare or rehabilitation purposes (Toor et al., 2020) can be repurposed for 
rocedures when needed. However, detecting concept drifts becomes challenging when dealing 

with skewed class distributions, a common occurrence in e-health data collected by medical sensors. The Reactive 
Drift Detection Method (RDDM) is efficient in identifying prolonged concepts but is susceptible to errors and 
unable to address class imbalances. In contrast, the Enhanced Reactive Drift Detection Method (ERDDM) 
effectively resolves concept drift in class-imbalanced data streams. 
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We conducted a comparison between ERDDM and three recent techniques across various metrics including 
prediction error, drift detection delay, latency, and data imbalance.
 
Clinicians utilize referral documents to triage patients referred to medical facilities (Huggard et
typically contain both free-text and structured data. By training a model to predict triage decisions from these 
documents, we aim to partially automate the triage process, enabling more efficient and systematic decision
However, this task requires resilience against changes in triage priorities due to factors such as policy adjustments, 
budget constraints, staffing variations, and other considerations. Concept drift occurs when features within the 
referral documents and triage labels undergo changes, necessitating model retraining to adapt to these alterations. In 

Prachi Tembhekar, Jesu Narkarunai Arasu Malaiyappan, Lavanya Shanmugam 
  

comparison between ERDDM and three recent techniques across various metrics including 
prediction error, drift detection delay, latency, and data imbalance. 

Clinicians utilize referral documents to triage patients referred to medical facilities (Huggard et
text and structured data. By training a model to predict triage decisions from these 

documents, we aim to partially automate the triage process, enabling more efficient and systematic decision
this task requires resilience against changes in triage priorities due to factors such as policy adjustments, 

budget constraints, staffing variations, and other considerations. Concept drift occurs when features within the 
bels undergo changes, necessitating model retraining to adapt to these alterations. In 

  

 

comparison between ERDDM and three recent techniques across various metrics including 

Clinicians utilize referral documents to triage patients referred to medical facilities (Huggard et al., 2020), which 
text and structured data. By training a model to predict triage decisions from these 

documents, we aim to partially automate the triage process, enabling more efficient and systematic decision-making. 
this task requires resilience against changes in triage priorities due to factors such as policy adjustments, 

budget constraints, staffing variations, and other considerations. Concept drift occurs when features within the 
bels undergo changes, necessitating model retraining to adapt to these alterations. In 



 Journal of Knowledge Learning and Science Technology ISSN: 2959-6386 (Online), Vol. 2, Issue 3 ,2023 587 
 
 

this domain, a unique calibrated drift detection method (CDDM) is utilized, which has demonstrated superior 
performance compared to state-of-the-art detectors on benchmark and simulated medical triage datasets, with fewer 
false positives induced by feature drift. 
 
Calibration drift detection serves to alert users to model performance degradation (Davis et al., 2020). Our detector 
incorporates a robust calibration measure utilizing dynamic calibration curves, a novel approach for monitoring 
model performance as it evolves. An adaptive windowing strategy known as Adaptive Windowing (Adwin) 
monitors this calibration parameter for signs of drift as data accumulates (Wang and Abraham, 2015). 
 
In this study, a surgical prediction model for hip replacement datasets was developed (Davis et al., 2020). Concept 
drift is identified by shifts in data distribution that lead to an increase in error rates and classifier performance 
degradation. To address concept drift in surgical prediction, a trigger-based ensemble method has been 
implemented, which processes each sample and rapidly adapts the model to changes in data distribution. 
 
 

Concept Drift Detection Categories 
 
Concept drift detection can be categorized into two main types: 
 
1. Supervised 
2. Unsupervised 
 
 
 
Supervised Methods of Concept Drift Detection Categories 
 
Performance-based Methods 
 
Performance-based concept drift detection techniques focus on monitoring the performance of a model and 
identifying dips in performance as indicators of concept drift. In the context of healthcare, these techniques typically 
monitor vital parameter values in patients' records and trigger alerts in response to changes. The following 
categories of techniques are commonly employed to monitor the performance of healthcare data: 
 
Statistical Process Control/Error Rate-based Methods 
 
Statistical process control methods assess a model's error rates, which is particularly crucial in production 
environments where performance may fluctuate over time. These methods aim to issue alerts when the model's error 
rate surpasses predefined thresholds. Specific techniques within this category include: 
 
1. CUSUM Test: 
   The CUSUM test calculates the deviation of observed values from the mean and signals concept drift if it exceeds 
a user-defined threshold. Concept drift is indicated when the error mean significantly deviates from zero, triggering 
an alert based on the log-likelihood ratio of probabilities before and after the change. 
 
2. Drift Detection Method (DDM): 
   DDM models errors as a binomial random variable and monitors the error rate over time. It compares the ratio of 
log-likelihood between two probabilities to detect changes in error rates. 
 
Window-based Methods 
 
Window-based methods analyze data within sliding windows to detect changes in performance over time. These 
methods monitor the statistics of data windows and issue alerts when significant deviations are observed. 
 
Sequential Analysis 
 
Sequential analysis techniques continuously monitor data streams and analyze them sequentially to detect concept 
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drift. These methods adaptively adjust detection thresholds based on sequential observations and signal drift when 
predefined criteria are met. 
 
Ensemble Methods 
 
Ensemble methods combine multiple models or detectors to improve detection accuracy and robustness against 
concept drift. By aggregating predictions or drift signals from multiple sources, ensemble methods enhance the 
reliability of concept drift detection in dynamic environments. 
 
 

References Drift detection 

methods 

Health care 

datasets 

Hypothesis test Pros Cons 

Stiglic and 

Kokol (2011) 

Motion charts for drift 

detection in the 

detection of sudden 

concept drift 
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and phi-
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abnormally dynamic 
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Detects only one type of 

drift. i.e., (sudden drift ) 

Toor et al. (2020) Enhanced Reactive 

Drift Detection Method 

(ERDDM) 

Medical Sensors 
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healthcare or 

rehabilitation. 
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(2020) method (CDDM) medical triage datasets compare the detection 

methods. 

false positives. handle all changes in 
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Davis et al. (2020) Adaptive windowing 
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model performance over 

anticipated probability 

ranges. Loess smoothing 

or logistic regression is 
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types of drift 
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Beyene et al. (2015) Trigger-based Ensemble 

(TBE) 
hip-replacement dataset Nemenyi post-hoc test Automate the prediction 

task of surgery. 

The ensemble size does 

not become overly large 

 
 
Page–Hinckley Test: 
 
The Page–Hinckley Test detects abrupt changes in the average of a Gaussian signal, and the detection process 
involves running two tests in parallel, testing between the hypotheses of no change (H0: r ≤ n) and change (H1: r > 
n). To detect an increase in average, the test calculates the probability range (R) and confidence (δ), where R is 
typically 1 for probability and log c for information gain (where c is the number of classes). For a decrease in 
average, the calculation involves a similar process but with different parameters. Variants in the HDDM family 
include: 
 
1. Hoeffding Drift Detection Method (HDDM): HDDM enhances DDM by utilizing Hoeffding's inequality to 
identify significant alterations in the performance estimate's moving average. An A_test considers the difference 
between moving averages and estimates the error given a predefined significant level. 
 
2. Hoeffding Drift Detection Method with Weighted Moving Averages (HDDMW): This method employs a broader 
statistical test for weighted moving averages, giving greater weight to current real values over older ones for quicker 
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detection. 
 
3. Fast Hoeffding Drift Detection Method (FHDDM): FHDDM utilizes a sliding window and Hoeffding's inequality 
to compare the highest probability of correct predictions with the most recent probability to detect drift. 
 
4. Stacking Fast Hoeffding Drift Detection Method (FHDDMS): FHDDMS expands upon FHDDM by maintaining 
windows of various sizes, combining short and long sliding windows to reduce false negatives and detection delays. 
 
5. Additive FHDDMS (FHDDMSadd): FHDDMSadd detects abrupt concept drifts with shorter delays and reduces 
false negatives for gradual drifts. 
 
6. Exponentially Weighted Moving Average (EWMA): EWMA adapts EWMA charts to detect changes in classifier 
error rates by computing the dynamic standard deviation. 
 
Sequential Analysis-Based Methods 
 
Sequential analysis methods inspect data instances one after another to detect changes in data distribution beyond 
predefined thresholds, signaling drift when observed. These methods monitor the contingency table's four rates 
(deviation Zt and error rate pˆ) to signal concept drift. FP-ELM and OS-ELM are notable techniques within this 
category, providing incremental and online learning capabilities. 
 
Window-Based Methods 
 
Window-based methods group incoming data into batches or windows, either fixed or adjustable in size, to analyze 
changes over time. These methods adapt window sizes based on drift conditions, shrinking windows in the presence 
of drift and widening them otherwise. From a healthcare perspective, windows can represent recordings of patient 
details over time, facilitating the monitoring of changes in their condition. 
 
 
Adaptive Windowing (ADWIN and ADWIN2): 
 
Adaptive windowing, proposed by Bifet and Gavalda (2007), compares the distribution between all partitions of two 
windows to detect concept drift. Each partition's mean error rate is calculated, and if the absolute difference exceeds 
a threshold based on the Hoeffding bound, the last element in the window is dropped. 
 
Wilcoxon Rank Sum Test Drift Detector (WSTD): 
 
WSTD, introduced by de Barros et al. (2018), utilizes a two-window approach for concept drift detection, 
employing the Wilcoxon rank sum statistical test instead of traditional methods. The test equation for WSTD 
involves calculating the difference in means and comparing it to a predefined threshold. 
 
Detection Method Using Statistical Testing (STEPD): 
 
STEPD relies on statistical testing to detect concept drift, assuming that recent accuracy significantly lower than 
overall accuracy indicates a changing concept. Nishida and Yamauchi (2007) developed a detection approach using 
a statistical test of equal proportions. 
 
Fishers Exact Test: 
 
Three approaches—Fisher Test Drift Detector (FTDD), Fisher Square Drift Detector (FSDD), and Fisher 
Proportions Drift Detector (FPDD)—employ Fisher's exact test to detect concept drift (de Lima Cabral and de 
Barros, 2018). 
 
Cosine Similarity Drift Detection (CSDD): 
 
CSDD uses cosine similarity to detect drift, computing confusion matrices using Positive Predictive Value (PPV) 
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and False Discovery Rate (FDR) rates instead of traditional metrics (Hidalgo et al., 2019). 
 
McDiarmid Drift Detection Method (MDDM): 
 
MDDM utilizes McDiarmid's inequality to detect concept drift, weighting recent entries more heavily to highlight 
their importance (Pesaranghader et al., 2017). 
 
Margin Density Drift Detection (MD3): 
 
MD3 signals drift based on the number of samples mapped to a classifier's uncertainty zone (Sethi and Kantardzic, 
2015). 
 
Kolmogorov–Smirnov Test (KS Test): 
 
KSWIN employs the Kolmogorov–Smirnov (KS) statistical test to detect concept drift without assumptions about 
data distribution (unlike traditional methods). KS test is run on identically sized windows, comparing the empirical 
cumulative distribution distance. 
 
Identifying Concept Drift 
 
When R and W are drawn from the same distribution, a notable disparity in empirical data distributions between 
them may signal concept drift. 
 
Raza et al. (2015) introduce innovative covariate shift-detection techniques employing a two-stage structure for both 
univariate and multivariate time-series analysis. The initial stage employs an exponentially weighted moving 
average (EWMA) model-based control chart in online mode to detect covariate shift-points in non-stationary time-
series. The subsequent step validates the shift detection using the Kolmogorov-Smirnov (K-S) statistical hypothesis 
test for univariate time-series and the Hotelling T-Squared test for multivariate time-series. 
 
CIDD-ADODNN Deep Learning Framework 
 
The CIDD-ADODNN model, as proposed by Priya and Uthra (2021), efficiently classifies extremely imbalanced 
streaming data. It leverages the adaptive synthetic (ADASYN) methodology to weigh minority class examples based 
on learning difficulties, effectively handling class imbalanced data. Concept drift detection is facilitated through an 
adaptive sliding window mechanism (ADWIN). 
 
Concept Drift Adaptation using Recurrent Neural Networks 
 
Recurrent Neural Networks (RNNs) are employed by Saurav et al. (2018) to detect anomalies in time series data. 
With the gradual addition of new data, RNNs can adapt to changes in data distribution. Anomalies and change 
points are identified using RNN predictions of the time series, with significant prediction errors indicating deviant 
behavior. 
 
 
 
 
 
 

Ensemble Methods 
 
The architecture of the ensemble method is illustrated in Figure 7. This architecture consists of n models, combining 
the predictions of all models to produce the output. In the healthcare domain, 
 
Streaming Ensemble Algorithm (SEA) 
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SEA (Street and Kim, 2001) automates drift management by incorporating a new learner for each incoming data 
chunk until reaching the maximum number of learners. Learners are iteratively enhanced based on their performance 
with predictions. 
 
Accuracy-Weighted Ensemble (AWE) 
 
AWE (Wang et al., 2003) comprises a group of classification models, with each model meticulously weighted 
according to its projected accuracy in classifying test data within a dynamic environment. This ensemble strategy 
ensures effectiveness and resilience to concept-drifting streams. 
 
Accuracy Updated Ensemble (AUE) 
 
AUE (Brzezin´ski and Stefanowski, 2011), an advancement of AWE, employs online component classifiers updated 
in line with the current distribution, thereby enhancing accuracy. Additional adjustments in weighting functions 
mitigate unintended classifier discarding, a concern observed in AWE. 
 
Dynamic Weighted Majority (DWM) 
 
DWM (Kolter and Maloof, 2007) employs four strategies to combat concept drift: development of online learners, 
weighting based on performance, disposal of underperforming learners, and addition of new experts based on overall 
ensemble performance. 
 
Learn++.NSE 
 
In Learn++.NSE (Polikar et al., 2001), a group of learners is trained using examples from data chunks. Training 
instance weighting depends on ensemble error for each case. Instances are assigned a weight of 1 if correctly 
classified by the ensemble, otherwise penalized to wi = 1/e. Learner ensembles are weighted using a sigmoid 
function based on mistakes in previous and current chunks. 
 
Adaptive Random Forest (ARF) 
 
ARF (Gomes et al., 2017) employs efficient resampling and adaptive operators to address concept drifts without the 
need for dataset optimization. 
 
DDD (Diversity-Driven Detection) 
 
DDD regulates learner diversity by incorporating low and high-diversity ensembles, selecting the appropriate 
ensemble after drift detection. 
 
DDE (Detector-Directed Ensemble) 
 
DDE (Bruno Maciel et al., 2015) orchestrates a small ensemble to manage signals from three drift detectors at both 
warning and drift levels. Sensitivity settings determine the number of detectors required to confirm an alarm or drift 
level, with each setting having a corresponding default detector setup. 
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Data Distribution Methods 
 
This approach to drift detection assesses contextual shifts by comparing recent examples with previous data 
instances. Typically, these methods analyze statistical significance and are often employed alongside window-based 
approaches. Determining the location of drift involves computing changes in data distribution, which may incur 
computational costs, as depicted in Figure 8. 
 
From a healthcare standpoint, the distribution of current vital health parameters is compared with those from 
previous days, weeks, or hours, both pre-diagnosis and post-diagnosis. Health parameters are meticulously observed 
and studied, allowing doctors to adjust medication or decide on patient discharge based on the distributions of these 
parameters. 
 
SyncStream 
 
SyncStream (Shao et al., 2014) is a prototype-based categorization model designed for evolving data streams. It 
dynamically models shifting concepts and provides local predictions by maintaining a collection of prototypes in a 
new data structure called the P-tree. SyncStream captures evolving notions through limited clustering and error-
driven representativeness learning, with heuristics based on PCA and statistics for detecting abrupt concept drift. 
 
PCA-Based Change Detection Framework 
 
The methodology proposed by Qahtan et al. (2015) is based on estimating data for a subset of key components. 
Densities in reference and test windows are estimated and compared for each projection. Subsequently, divergence 
measures determine change-score values, with the largest change score from multiple principal components 
considered as the final change score, assigning equal weight to all selected principal components. 
 
Hellinger Distance Threshold Technique 
 
Ditzler and Polikar (2011) introduced a technique that utilizes an adjustable threshold to compute the Hellinger 
distance, serving as a measure to determine drift between two batches of training data. 
 
Least Squares Density-Difference Estimation Method 
 
Bu et al. (2018) devised a novel test for detecting changes without relying on the probability density function. This 
method, based on the least squares density-difference estimation method, works online with multidimensional inputs 
and employs a reservoir sampling mechanism. It automatically derives the required thresholds for change detection 
once the false positive rate is established by the application designer. 
 
Local Drift Degree (LDD) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 7 

Ensemble methods. 
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Liu et al. (2017a) introduced the concept of local drift degree (LDD), which measures alterations in local density 
over time. LDD synchronizes regional density disparities after a drift, rather than suspending all historical data. 
 
Reactive Robust Soft Learning Vector Quantization (RRSLVQ) 
 
RRSLVQ (Raab et al., 2020) combines the Kolmogorov–Smirnov (KS) test with the Robust Soft Learning Vector 
Quantization (RSLVQ) to detect concept drift. 

 
Healthcare Datasets 

 
Concept drift detection in healthcare often relies on diverse datasets, including: 
 
• National Hospital Discharge Survey (NHDS) data: This dataset comprises hospital discharge records from 
approximately 1% of hospitals across the United States. 
 
• MIMIC-III (Medical Information Mart for Intensive Care) (Johnson et al., 2016): MIMIC-III is a comprehensive 
critical care database accessible to the public. It contains extensive information on patients admitted to critical care 
units at a large tertiary care hospital, encompassing vital signs, medications, laboratory measurements, care 
providers' notes, fluid balance, procedure codes, diagnostic codes, imaging reports, hospital length of stay, survival 
data, and more. 
 
• Veterans Health Administration (VHA): As one of the three administrations within the Department of Veterans 
Affairs (VA), VHA represents the largest integrated health system in the United States. 
 
• Hip-replacement dataset: This dataset, collected from the orthopedics department of Blekinge Hospital, contains 
information related to patients undergoing hip replacement procedures. 
 
• Il Paese Ritrovato Dataset: This dataset originates from a healthcare facility in Monza designed for the residential 
care of individuals affected by Alzheimer's disease. 
 
 

Future Research Prospects 
 
There are several promising directions for future research in healthcare and concept drift detection: 
 
   Drug Manufacturing Process: Changes in drug formulations or manufacturing processes can have significant 
economic implications for pharmaceutical companies. Early detection of these changes could inform decision-
making regarding production adjustments. 
 
   Monitoring Health Parameters During Surgery: Real-time monitoring of patients' health parameters during 
surgical procedures could provide valuable insights for timely diagnosis and intervention, potentially improving 
patient outcomes. 
   Pandemic Disease Information: Recent events like the COVID-19 pandemic have highlighted the importance of 
early detection and response to infectious diseases. Research focusing on early detection and monitoring of 
pandemic diseases could help mitigate their impact on public health systems. 
   Deep Learning Techniques for Concept Drift: Exploring new deep learning techniques tailored to address concept 
drift in healthcare data could lead to more effective and robust models. These techniques could enhance the accuracy 
and reliability of predictive models in dynamic healthcare environments. 
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Conclusion 
 
This study delved into drift-handling algorithms tailored for healthcare applications, focusing on both supervised 
and unsupervised learning tasks. Supervised learning tasks involve mapping feature instances to target variables, 
while unsupervised tasks lack class labels. The article examined machine learning algorithms designed to manage 
concept drift in medical domain problems, exploring various types of concept drift and strategies for addressing 
them through implicit and explicit approaches. Future research can further incorporate different techniques for 
handling concept drift in the medical sector, offering promising avenues for advancement. 
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