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Abstract 

Intrusion poses a significant challenge in Cloud networks, necessitating the development of efficient 

mechanisms to mitigate intrusions and enhance system security. To address this, we propose a novel 

Artificial Bee-based Elman Neural Security Framework (ABENSF). This framework involves rescaling 

the raw dataset using preprocessing functions and integrating an optimal fitness function based on 

artificial bees into the feature extraction phase to identify and extract attack features. Additionally, the 

monitoring mechanism in ABENSF enhances network security by proactively preventing attacks. By 

employing tracking and monitoring functions, known and unknown attacks can be effectively thwarted. 

We validate the proposed framework using the NSL-KDD dataset in Python software and conduct a 

comparative analysis to assess its performance against existing techniques. Our results demonstrate that 

the developed model outperforms other methods in terms of attack prevention and overall security 

enhancement. 
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Introduction 

 

The concept of cloud computing has evolved from distributed software architecture [1]. Similar to traditional 

computing, cloud computing is designed to ensure resource availability across various categories [2]. Through 

immersive virtualization, cloud computing has become a genuine computing platform that allows dynamic, scalable, 

and elastic reconfiguration of computing resources as needed [3]. It enables the expansion of resources without 

requiring in-depth knowledge of new systems, training new employees, or developing new software [4]. 

 

Cloud service providers (CSPs) offer software computing, infrastructure, and platforms, including Platform as a 

Service (PaaS), Software as a Service (SaaS), and Infrastructure as a Service (IaaS) [5]. These services can be 

deployed in various models such as community, hybrid private, and public clouds [6]. IaaS offers compelling 

options for High-Performance Computing (HPC) and empowers cloud users to customize all aspects of their 

resources on the cloud. Major players in the IaaS sector include Amazon and Microsoft Azure cloud [8]. 

 

Platform as a Service (PaaS) facilitates the deployment, management, and scaling of new applications. It provides 

features such as managed storage solutions, data services, and a robust environment for deploying and operating 

new applications [9]. In Software as a Service, application services are delivered via cloud infrastructure and are 
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provided and billed on a subscription basis [10]. With the advent of wireless

real-world scenarios have been collected and stored in the cloud [11]. The cloud's capacity is leveraged to analyze 

these datasets and derive effective solutions, often utilizing machine learning algorithms [12].

 

Data collected from various sources is transmitted to base stations to optimize radio efficiency. In scenarios where 

base stations are deployed in new locations, historical data may not be available. In such cases, real

collected from the system is used as surrogate historical data for learning purposes [15]. Historical data often 

contains attributes such as user numbers, Channel State Information (CSI), and International Mobile Subscriber 

Identification Numbers (IMSIs), some of which may be irrelevant

preprocessing techniques are applied to extract relevant information without compromising data quality [16]. 

However, there may be imperfections in data measurements, transmission, storage, and feature vec

partial and incomplete datasets [17]. Typically, 70 to 90% of the feature vectors are allocated to the training set [18].

 

The productivity model and associated solutions were deployed to the base stations [19]. At the base station, the 

measured data were used to create new characteristic vectors. These vectors temporarily stored the data before being 

forwarded to the cloud [20]. One of the primary security concerns in cloud computing is unauthorized access to data 

within the virtualized infrastructure, particularly when multiple operations are hosted on the same server. 

Additionally, cloud services may become inaccessible due 
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provided and billed on a subscription basis [10]. With the advent of wireless system-assisted computing, numerous 

world scenarios have been collected and stored in the cloud [11]. The cloud's capacity is leveraged to analyze 

these datasets and derive effective solutions, often utilizing machine learning algorithms [12]. 

collected from various sources is transmitted to base stations to optimize radio efficiency. In scenarios where 

base stations are deployed in new locations, historical data may not be available. In such cases, real

ed as surrogate historical data for learning purposes [15]. Historical data often 

contains attributes such as user numbers, Channel State Information (CSI), and International Mobile Subscriber 

Identification Numbers (IMSIs), some of which may be irrelevant for resource allocation purposes. Therefore, data 

preprocessing techniques are applied to extract relevant information without compromising data quality [16]. 

However, there may be imperfections in data measurements, transmission, storage, and feature vec

partial and incomplete datasets [17]. Typically, 70 to 90% of the feature vectors are allocated to the training set [18].

 

The productivity model and associated solutions were deployed to the base stations [19]. At the base station, the 

measured data were used to create new characteristic vectors. These vectors temporarily stored the data before being 

0]. One of the primary security concerns in cloud computing is unauthorized access to data 

within the virtualized infrastructure, particularly when multiple operations are hosted on the same server. 

Additionally, cloud services may become inaccessible due to errors and crashes [21, 22]. Various security models, 
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ed as surrogate historical data for learning purposes [15]. Historical data often 

contains attributes such as user numbers, Channel State Information (CSI), and International Mobile Subscriber 

for resource allocation purposes. Therefore, data 

preprocessing techniques are applied to extract relevant information without compromising data quality [16]. 

However, there may be imperfections in data measurements, transmission, storage, and feature vectors, resulting in 

partial and incomplete datasets [17]. Typically, 70 to 90% of the feature vectors are allocated to the training set [18]. 

The productivity model and associated solutions were deployed to the base stations [19]. At the base station, the 

measured data were used to create new characteristic vectors. These vectors temporarily stored the data before being 

0]. One of the primary security concerns in cloud computing is unauthorized access to data 

within the virtualized infrastructure, particularly when multiple operations are hosted on the same server. 

to errors and crashes [21, 22]. Various security models, 
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including neural networks [24] and boosting mechanisms [25], have been implemented in the past. However, 

security challenges persist due to the complexity of the data. Therefore, the present study aims to develop an optimal 

solution for predicting malicious activities in trained cloud IoT networks. 

Literature Review 

 

Several recent studies have explored the intersection of cloud computing and machine learning. 

 

Cloud computing represents a significant technological advancement, offering benefits such as online storage, 

scalability, and accessibility. However, its widespread adoption also brings security challenges. Mohammad et al. 

[25] proposed a machine learning-based approach to address security and data transmission issues in cloud 

computing. Their method leverages big data analysis to enhance security and data transmission rates. While big data 

analysis offers advantages such as high accuracy and performance, it also entails high service costs and unexpected 

outages. 

 

In the healthcare sector, cloud computing has become integral to improving healthcare service delivery. Abdelaziz et 

al. [26] introduced a cloud-based healthcare model employing Parallel Particle Swarm Optimization for virtual 

machine selection. This model facilitates chronic kidney disease analysis and prediction using neural network (NN) 

and linear regression (LR) methods. Despite the benefits of cloud data centers for healthcare services, data breaches 

and verification delays remain significant challenges. 

 

The development of sustainable smart cities necessitates effective expertise management and development. Iatrellis, 

Omiros et al. [27] proposed a cloud-based IT approach to enhance personnel and technical workforce management. 

This approach integrates cloud-based IT systems with expert systems to provide relevant competencies to smart 

cities. However, concerns persist regarding data integrity and illegal data usage. 

 

The emergence of the Internet of Things (IoT) has introduced new challenges, including security issues similar to 

those in cloud computing. Stergiou et al. [28] highlighted the security challenges facing IoT and cloud computing, 
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particularly concerning wireless telecommunication systems. Despite the potential benefits of wireless networks for 

IoT applications, challenges such as power dependence, high costs, and technical complexity remain. 

 

These studies underscore the importance of addressing security and data management challenges in cloud 

computing, healthcare, smart cities, and IoT applications through innovative machine learning-based approaches. 

The primary contributions of this study are outlined as follows: 

- Initially, IoT cloud intrusion data was collected and imported into the Python environment. 

- Subsequently, a novel ABENSF (Artificial Bee-based Elman Neural Security Framework) was developed, 

incorporating essential feature extraction and parameters for forecasting malicious events. 

- Furthermore, noise present in the data was filtered out during the initial preprocessing phase. 

- Following noise filtering, the features were analyzed, and malicious features were accurately classified. 

- Upon identification of malicious features, appropriate measures were taken to mitigate their impact on the network 

cloud environment. 

- Finally, the robustness of detection was evaluated using metrics such as precision, accuracy, F-measure, recall, and 

error rate. 

 

System Model And Problem Statement 

 

Ensuring the security of cloud networks is paramount for safeguarding user data privacy in wireless network 

environments. While numerous security models have been introduced in the past to uphold the privacy of cloud 

systems, the unstructured nature of each user's data has introduced a range of complexities in data security. Fixed 

security protocols often fail to adequately address the security needs of unstructured user data, resulting in lower 

confidentiality scores for cloud-based IoT systems. These challenges have prompted the present study to develop an 

optimal security solution. 

 

The existing models have been plagued by insufficient security measures and low confidentiality scores. To address 

these shortcomings, the proposed model aims to achieve a higher level of security. While existing models store large 

amounts of data in cloud environments, they often fail to provide adequate security measures for this data. In 
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contrast, the proposed model focuses on enhancing security by leveraging IoT datasets. The system model depicting 

the problem is illustrated in Fig. 2. 

 

 

Proposed Methodology 

 

The proposed methodology involves the implementation of the novel Artificial Bee-based Elman Neural Security 

Framework (ABENSF) in IoT cloud wireless networks. The objective of this model is to detect and prevent both 

known and unknown attacks effectively. By integrating the artificial bee function, the model achieves superior 

attack prediction and mitigation outcomes. Additionally, intrusion-based wireless cloud data is utilized to validate 

the effectiveness of the model. To assess the robustness of the proposed model, several unknown attacks are 

launched, and security parameters are meticulously observed. The proposed architecture is illustrated in Fig. 3. 
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In this study, IoT cloud intrusion data were selected for analysis. The collected data were input into the proposed 

model, ABENSF. Initially, preprocessing was conducted to eliminate noise features. Following noise removal, 

feature extraction was performed on the preprocess

extracted, while meaningful features were retained for further processing. Artificial bee optimization techniques 

were employed to enhance attack prediction and filtering processes. Further

out after feature extraction. Subsequently, the efficacy of the implemented design was evaluated based on precision, 

accuracy, F-measure, recall, and error rate.

 

A. Design of ABENSF Layers 

The proposed model was constructed based on the principles of artificial bee optimization and the Elman neural 

network. It comprises five layers: the input layer, hidden layer, classification layer, optimization layer, and output 

layer. In the input layer, the IoT-based intrusion d

layer to eliminate noisy data. Additionally, feature extraction was performed in the classification layer, where 

irrelevant features were discarded, and the most relevant features were selecte
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cloud intrusion data were selected for analysis. The collected data were input into the proposed 

model, ABENSF. Initially, preprocessing was conducted to eliminate noise features. Following noise removal, 
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extracted, while meaningful features were retained for further processing. Artificial bee optimization techniques 

were employed to enhance attack prediction and filtering processes. Furthermore, attack classification was carried 

out after feature extraction. Subsequently, the efficacy of the implemented design was evaluated based on precision, 
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artificial bee. The output layer of the model displayed the results based on the chosen features. Figure 4 illustrates 

the layers of ABENSF. 

In this section, we present the results obtained from the implemented mo

a focus on enhancing security measures. The performance of the proposed model was evaluated, and a comparative 

analysis was conducted. Remarkably, the proposed model exhibited a high performance rate compared to oth

existing models. It is worth noting that the proposed model was developed using the Python platform and executed 

in a Windows 10 environment. 
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in a Windows 10 environment. 

 

A. Case Study 
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In this section, we present the results obtained from the implemented model. The proposed model was devised with 

a focus on enhancing security measures. The performance of the proposed model was evaluated, and a comparative 

analysis was conducted. Remarkably, the proposed model exhibited a high performance rate compared to oth

existing models. It is worth noting that the proposed model was developed using the Python platform and executed 

Result And Discussion 

In this section, we present the results obtained from the implemented model. The proposed model was devised with 

a focus on enhancing security measures. The performance of the proposed model was evaluated, and a comparative 

analysis was conducted. Remarkably, the proposed model exhibited a high performance rate compared to other 

ls. It is worth noting that the proposed model was developed using the Python platform and executed 
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The case study provides a comprehensive overview of the operational workflow of the proposed model. Initially, the 

collected dataset underwent preprocessing to refine and cleanse the data. Subsequently, meaningful features were 

extracted from the preprocessed dataset to enhance security measures. Detection of potential attacks was conducted 

based on the extracted features, followed by the removal of identified attacks and subsequent classification. 

Furthermore, preventive measures were implemented to mitigate the risk of future attacks and ensure system 

security. 

 

To assess the robustness of the system, an unknown attack, specifically brute force attacks, was simulated to 

evaluate the security efficacy of the design. The overall performance of the system was evaluated in terms of 

accuracy, precision, recall, F-measure, and error rate. 

 

In this proposed model, three different protocols were identified, with the ICMP protocol being the most widely 

used, followed by the TCP protocol, and the UDP protocol being the least utilized. The distribution of users across 

these protocols is illustrated in Figure 6. 

 

The NSLKDD dataset, encompassing various testing and training functions, was employed in this research to 

measure system strength and predict intrusion patterns. 

 

In this proposed model, "0" represents benign nodes, indicating normal nodes devoid of any malicious activity, 

while "1" denotes malicious nodes. Initially, the dataset contained a lower proportion of malicious nodes. However, 

through pre-processing and feature extraction, the prevalence of malicious nodes decreased, thereby enhancing 

system security in cloud storage. The node identification process of the implemented design is depicted in Figure 7. 
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The proposed model effectively categorizes the various attack types within the NSLKDD dataset. Utilizing the 

features available in the dataset, the attacks w

r21, and u2r. Figure 8 provides a visual representation of the attack classification within the initialized dataset.

   

 

The proposed model effectively categorizes the various attack types within the NSLKDD dataset. Utilizing the 

features available in the dataset, the attacks were classified into distinct categories, including DoS, normal, probe, 

r21, and u2r. Figure 8 provides a visual representation of the attack classification within the initialized dataset.
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validation loss and accuracy were monitored. The validation accuracy steadily increased to 100% after 100 

iterations, while the validation loss initially increased before gradually decreasing to reach a lev

X illustrates the trends of the validation loss and accuracy over the iterations.

 

The proposed model's classification process was validated using the confusion matrix, which assessed the accuracy 

of file type classification for each predicted phase. The confusion matrix for the NSL

Figure 10. 
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idation loss. Throughout the iterations, both the 

validation loss and accuracy were monitored. The validation accuracy steadily increased to 100% after 100 

iterations, while the validation loss initially increased before gradually decreasing to reach a level close to 0. Figure 

The proposed model's classification process was validated using the confusion matrix, which assessed the accuracy 

KDD dataset is depicted in 
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The correlation matrix was utilized to identify the specific range of attacks within the extensive dataset. Figure 11 

illustrates the correlation matrix generated by the proposed model. This matrix represents the overall features 

contained in the dataset and highlights the highly correlated features, which were subsequently disregarded. 

 

Conclusion 

In this study, the ABENSF intrusion detection system was developed with the aim of enhancing security measures. 

Utilizing an intrusion detection dataset (NSL-KDD), the effectiveness of the proposed approach was evaluated. 

Initially, the dataset underwent preprocessing to filter out irrelevant data. Subsequently, feature extraction was 

conducted to identify attack features, with the artificial bee fitness function optimizing this process. Additionally, a 

monitoring mechanism was integrated to proactively prevent attacks and mitigate intrusion risks. 

 

The robustness of the model was assessed through the launch of an unknown attack (Brute Force Attack). The 

outcomes were compared and validated through a comprehensive comparative analysis. Furthermore, parameter 

improvement scores were calculated to gauge the efficacy of the model enhancements. The results indicate a notable 

improvement across various metrics: accuracy increased by 4%, f-measure by 4%, recall by 4%, and precision by 

5%. Remarkably, the developed model achieved an impressively low error rate of 0.0009%. 

 

Conclusively, the developed ABENSF model demonstrates significant enhancements in network security and 

intrusion avoidance by effectively identifying and mitigating potential attacks. 
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